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1. Abstract

A joint study between the Computer Working Group of the SSC Solenoidal Detector Collaboration (SDC)
and IBM'’s Federal Sector Division is focusing on the use of Object Oriented Analysis and Design on the
SDC Offline Computing System. One key challenge of the analysis is to discover an cfficient way t.v store
and subsequently retrieve raw and reconstructed event data, estimated to be 2 petabytes per year.

The Object Oriented approach being used during the analysis and early design is intended to yield a smooth
transition to detailed design, prototyping and implementation. The object oriented appioach is uscd as a
sutprocess of a larger process used by IBM FSD, i.e., a systematic approach to architecting and integrating
large complex systems. A description of the overall process and early results are described in a study report
(see reference 1) produced jointly by the SDC and IBM IFSD. The overall process focuses on requirements
analysis, operational concept development, problem domain decomposition, development and sclection of
candidate architectures, automated performance modcling and software architecture. This paper will focus
primarily on software architecture.

The high level software architecture is viewed as a layered stack consisting of: system services, common
physics application framework and unique physics applications. Object oriented analysis is being used to
investigate the data storage and management of the event data. An object hierarchy is being created and
operational concept scenarios are being used to validate the design. Several data base prototypes can then be
developed, e.g. object oriented or relational, to prove the concept.

The object orient2d development is fundamentally different from traditional functional approaches to design,
such as those based exclusively on data flow. Object oniented decomposition more closely models a person’s
perception of reality, hence the developed system is more understandable, extensible, and maintainable.

Although the description of the above process is of necessity linear, the actual development process is itera-

tive. The object oriented methodology makes it easier to repeat the development steps at progressively finer
levels of detail.

I Abstiact -l
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2. Introduction

2.1 Background on IBM FSD

IBM Federal Sector Division has about 13,000 employees and annual revenves of over $3 billion. IBM
FSD has 6 sites in the United States including Bethesda, Owego, Gaithersburg, Manassas, Boulder and
Houston. IBM FSD Houston has a 30 year legacy supporting NASA Johnson Spaceflight Center from the
Mecrcury program through Gemini, Apollo, Skylab, ASTP, Space Shuttle and the current Space Station
program.

IDM FSD louston has an experienced sxill base in large complex systems in software engineering, systems
integra'ion, and program management. FSD llouston also has lab facilities for advanced technology, proto-
typing new systems and live test demonstrations. The IBM FSD Houston shuttle flight software project was
evaluated by NASA at level 5 (highest level) on the Camegie Mellon Software Engineering Institute Evalu-
ation Scale in 1989. IBM FSD Houston also won the award for best software lab within IBM in 1990 and
1991.

2.2 SDC Computing Architecture Study

The SDC Computing Architecture Study (see reference 1) was a joint study between members of the
Solenoidal Detector Collaboration and [BM FSD. The study covered the period from April to December,
1991. The study focused on early analysis & design of the SDC Offline Computing System. The study was
also used to support the SDC Proposal to the Department of Energy, which is to be delivered in April of
1992. The study includes the following topics.

* Operational Concepts Development
« SDC Systemn Architecture Analysis
« SDC Software Architecture Analysis
* Performance Modeling

* Standards and Technology Forecast

* Costing

‘This paper will focus on the results of systcm and software architccture analysis.

Y Inteentucton 2-1
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3. SDC System Architecture Analysis

3.1 Process Used

The process being used is one suitable for the analysis phase of the system life cycle, i.e., prior to the start of
software and hardware design.

The Systeia Architecture Analysis process, as portraved in figure 1, consists of the following steps. First,
requirements frem the SDC Proposal Computing Section draft were analyzed and sorted into requirements
which addiessed cach of the following categories:

« System Boundary
e External Interfaces
¢ Major Functions
* Major Data Sets
 Internal Interfaces

The above was used to produce a Problem Domain Block Diagram which is described below under the
resuits section.

A Operational Concept was developed by an IBM engineer gathering and iterating upon written scenarios
from SDC physicists who assumed the rele of end users. The details of this Operation Concept are provided
in the study (reference 1). The Operational Concept gives valuable insight into how the end users expect the
system to be used and is a valuable tool in subsequent validation of proposed architectures.

Evaluation criteria reflecting cost, schedule, performance and cnvironment were developed next via extraction
from the proposal requirements. These were then reviewed with SDC members. Evaluation criteria are used
to pick the best choice of candidate architectures later in the process. Evaluation criteria are identified carly
in the process in order to make the final selection more objective.

After the Problem Domain Block Diagram was developed, several target architectures were identified. This
is basically as far as the study has gonc to date, rclativ'e to analysis of ihe system architecture. The next step
will be to use the evaluation criteria to select a best candidate(s). Finally, the sclected architecture will be
verified through reviews and applying the operational concept. At that point there is feedback into the
requirements and architectural analysis and the whole process iterates.

U NIV Coataene Aol bates tien Anah e L=
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3.2 Results of SDC System Architecture Analysis

3.21

Evaluation Criteria for SDC Offline Computing

The following evaluation criteria were identified as selection criteria to judge altemative proposed architec-

tures.

« Cost

Hardware acquisition & maintenance costs

Software acquisition & maintenance costs (re-use, make or buy options)
— Public domain (HEPLIb, etc.)

— Custom developed intemally or with outside help

— Commercial software distributed licences & maintenance fecs

« Schedule Risx

Ability to meet all critical milestones

Availability of products to meet evolving standards
External dependency risks

Availability of critical skills

* Performance

100 raw events/second, received from level 3 processing and processed through production recon-
struction without loss of data.

Storage of 100 reconstructed events/second or 10**15 bytes/year (evert size = i megabyte; 10**7
scconds/year). An equal amount of storage assumed for raw cvent data.

Any two of three activities supported concurrently (production reconstruction, second pass recon-
struction, simulation)

Data reduction of the 10°*15 bytes of reconstructed data to a 10**14 byte archive sample and a
10**9 event online sample.

Transfer of a 10**5 event sample extracted from from the 10**9 event online sample to a single
user’s workstation within 3 hours.

Access to any event in the raw or reconstructed archive within 24 hours. Access to a large number of
archived cvents within 2 weeks.

Accommodate 200 concurrent analysis users including 50 at the SSCL and the remainder at regional
centers;/institutions.

» Environment

32.2

Technology insertion and suftware portability

Common user interface; suppont for expert and ad hoc users
Data structures transparent 1o physics analysis users
Interoperability between the SSCL and remote institutions
Levels of code managemcent across distributed environment, e.g.:
- Production reconstruction at the SSCL

— Analysis at remote institutions

Automated test tools and test data generation

Problem Domain Block Diagram

Analysis of the SDC Proposal Computing Scction requirements resc’ted in the Problem Domain Block

)

Duagram i Figure 2. The term “Problem Domain® means that it is an attempt at problem defimtion or
“what” the system is intended to do (as opposed 1o “how™ the system will be desiened or built). The Problem
Donmn block diagram is then vsed as a bavis for explonng candidate architectures.

The Problem Domain Block Dragram portrays an SDC “system boundary™ as indicated by the bold hne with
external interfaces” overlaying the swstem boundary. Frtemal interfaces are.

o Lhe Level 1 and Tevel 2 part of Data Acquisiion whuch feeds ©evel 2 data to the Level ¥ part of Data
Acqusition
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Detector Control Devices whick output environment performance data and receive control signals.
These interfaces are with the Detector Control & Monitoring functional component.

Detector Operators who enter control requests and reccive performance data from the Detector Contro!
& Monitoring functional component.

Physics Users who have a number of interfaces as shown with Data Storage & Managemeu:, Simulation
and Analvsis functional components.

Functional Components are:

Data Acquisition Level 3 triggering which provides Level 3 data to Data Production & Classification and
to Data Storage & Management. Data Acquisition Level 3 Triggering receives control signals from
Dectector Operators via Detector Control & Monitoring.

Data Production & Classification receives Level 3 data from:
— Data Acquisition (realtime level 3 data)

— Data Storage (playback of real level 3 data)

— Data Storage (playback of simulated level 3 data)

Data Production & Classification recrives control signals from Detector Operators via Detector Control
& Monitoring.

Data Storage & Management receives data (for storage) from a number of sources as shown on the
block diagram. Data Storage & Management in tum provides data to a number of destinations as
shown.

Simulation interacts with Physics Users and provides simulated data to Data Storage & Management
and to the Analysis functional component.

The Analysis functional component provides analysis results to Physics Users in response to their
request criteria. Analysis results can also be stored via Data Storage & Management. Inputs to analysis
are reconstructed data, prior analysis data, and (more rarely) level 3 data from Data Storage & Manage-
ment. Simulated reconstructed data or level 3 data is also available from the Simulation functional com-
ponent.

Finally a number of major categories of data are encapsulated (owned) by the the Data Management &
Storage functional component. These data categories are listed in the cylinder icons on the figure.

1 SDC System Architeciure Anatoae 1.4
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3.2.3 SDC Conceptual Architecture

Computing technologies have advanced significantly in the past five years and should continue to do so.
Certainly the number of companies associated with the computing and communication industnes have
exploded in the past ten ycars. Today, many vendors are specializing in particular arcas of computing which
has lead to several developments in the industry.

* Morc distributed solutions, due to picking the “best of breed” products from a variety of vendors.
» Neced for standards to allow connectivity between this vanety of products.

* Need for standards to allow tcchnology insertion as the products continue to evolve.

* Increased system performance via product “specialities”.

We have all witnessed the decline of the general purpose, large mainfrarie computing solution in favor of the
less costly smaller distnbuted systems. Before, where computing meant a mainframe, onc can now specialize
and choose from powerful workstations, computing clusters, massively parallel computers, vector supercom-
puters, as well as other symmetric multi-processors (fron. workstation to mainframe class). All in a variety
of sizes, prices and from a varicty of vendors. Similarly, advances have occurred in communications technol-
ogies (Ethemnet replaced by gigabit LANS and switches), and storage technologies (optical disk, hclical scan
tape, robotic libraries, etc.). These advances have lcad to a buildiiig block approach for cost effective large
compuling systems.

Future generations of computing (processing and data storage) systems will consist of a collection of such
high performance “blocks” or servers made up of computing engines, database engines, and storage subsy's-
tems, all connected via networks and managed by a network file server and system manager. Local data will
be transferred directly between storage subsystems and computing engines via a switched point-to-point
network fabric, obviating the traditional nced for store and forward through an intermediate computcr.

The SDC Conceptual Architecture, portrayed in Figure 3, represents an architecture which maps to emerpgng
industry standards for such a high perfformance data system. This generic model features multiple compute
scrvers, data storage servers, and systcm management servers coupled together by a high specd data network
and a low speed control network. This type of architecture offers the following advantages:

* Separation of communications for data and control. The higher cost systems interconnect is .c...icted to
those system components which nccd the higher bandwidth data paths, while separate lower cost control
paths prevents control bottlenecks with bulk data flow.

* Cuncurrent high speed data storage and retricval. For example, data from the Reconstruction Processor
Farms can be storcd on the Hierarchical Disk and Archival Farms at the same time that the Analysis
Workstations arc retrieving data files. This data movement could be accomplished via an intelligent
HIPPI switch (100 Mbyte,sec), or a future option such as the Fibre Channel.

* Functionally coherent servers which will exploit present & future standard components, e.g., [SO
systemns managemcnt or IELCE Mass Storage Refercnce Model.

* Scalallc servers, comununications and storage subsystems. Each server is tailored in size and cost to best
match the user requirements  For example, the Reconstruction Processor Farm may be several inde-
pendent clusters of tightly coupled workstations attached to the network (scaled to meet current proc-
essing needs), yet easily expanded via additional clusters to meet future processing needs (growth).

* Automated hicrarchical data management, with migration and caching. For example. the hicnnchical
storage may consist of multiple Disk Arrays, an Optical Jukebox and multiple automated heheal sean
tape libranes as independent subsystems all attached to the network, yet managed via the network hle
server as a single integrated system

o Manitmizes use of Commercial-Of - The-Shell (COTS) hardware and software thereby reducing hite evele
cost (lower maintenance, upgrade -ability, etc).
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The SDC conceptual architecture, as portrayed in Figure 3. is a framework for building different hardware
architectures by selecting differen: option. for the boxes in the diagram, e.g.:

* Disk Farm --
1. IMigh speed disk arrays.
2. Distributed disks.
» Archive Libranes --
1. llelical Scan tape (Metrum, E-System, Sony, Exabyte).

[£%]

. Future Optizal Tape Liora.ies (LaserTape, Crco).
. Opucal Disk Jukebox (Kodak, LSMI, HP).

¢ Reconstruction Proce: Farm --

[5¥]

1. Tightly or loosely coupled clusters.
2. Massively parallel processors.

* High speed system interconnections --
I. Fibre channel standard.
2. HIPPL
3. FDDL

Different options of hardware architectures are developed using the following assumptions:

* A 10 second latency in production reconstruction is acceptable as long as no level 3 data is lost, e.g., to
mect the 100K Mips needed, one could use one thousand 100 Mip processors where each processor
would take 10 seconds to process a single event.

* Analysis computing resources for 50 local SSCL users must be provided. A typical analyst would
require 2 10 3 jobs tumed around during prime shift and more ovemnight.

* A typical analysis file transfer for a singie user will be about 10 Gigabytes (10**5 reconstructed events @
0.1 Mbytes/event). Assuming a | Mbyte/second tranfer rate this data can be transierred to the user’s
workstation in about 10**4 seconds or 3 hours.

* Production reconstruction of eveat data is highly suited for parallel processing because each event can bt
reconstructed totally independent of the other cvents.

The architecture study (reference 1) explores in some detail three major hardware options and three sub-
options within option one. However, for purposes of e<plonng software architecture options it is sulficient
to start with the SDC Conceptual Architecture from Figure J.
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SDC Software Architecture Analysis

4.1 Process Used

The process consists of the following steps:

19

1.

4.

Identificd key Software Architecture Design Goals. These are listed below under results. It is important
to cstablish goals early in the process in order to focus the architecture towards mee! ng the goals. Also,
establishing goals early in the analysis helps to focus on a better definition of the problem to be solved
and can force end users 1o state their objectives about critical needs and expectations.

Proposed a conceptual Software Architecture Model consisting of three lavers. This type of model is
representative of the 150,081 type of model and is particularly uscful in distnbuted envircnments. The
model is shown in detail in the results section below. Drivers for the three layers are:

» System Services Layer - Driven by portability, interoperabilily, reliability, common user interface and
data transparency requirements.

» Common Physics Applications Layer - Driven by the need for a common framework for physics
reconstruction, analysis, simulation and test.

* Unique Physics Applications Layer - Driven by the need for easy analysis software development by
end users within the common framework.

Proposed a conceptual Physics Analysis Framework.

Performed Object Oriented Analysis on Data Storage Management.
* Produced Event Topology Model.

4.2 Results of SDC Software Architecture Analysis

4.2.1 Software Architecture Design Goals

The following software architecture design goals were identified.

Software should be maintainable, eflicient, reliable, understandable, rcusable and extensible.

Software portability and interoperability should support technology upgrades and multi-vendor distnb-
uled environments. The SSCIL. must provide for standard interoperability with remote institutions.
Source code portability of the analysis software environment should be provided for all collaborating
institutions.

The communications software should provide for easy exchange of mail, messages and graphical data
between external users.

The user intetface with the software sheuld be standard and easy to use. The user interface should
support ad hoc as well as expert users. ‘The user interface should evolve to support point-and-click anal-
vals.

The software architecture should provide for a software bus or 12frastructure of standard services utibizing
industry standard components wherever possible. ‘The goal is to incur the cost of common services solt-
ware only once and to promote system integnty.

I'he sottware architecture should provide an environment or framework which makes it casy tor physe
cnsts 1o add or modify anadysis code without reunk ot the framework  Access to data by such anads s,

4 SO Sofivare Acchteciee Amahva, $=1
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code should be via an easy 10 use object query language, i.e.. knowledge of intemal data structures
should be transparcnt to physicists developing routine analysis code.

* The softwarc architecture should include tools for test data generation and vahdation against predeter-
muned results or test scripts.

* The software architecture should provide a reasonable level of online help, error recovery and enor diag-
nostics.

* The software architecture shall meet al] performance requisremcnts.
¢+ Softwarc shall be decsigned within budget and within schedule.

4.2.2 Soltware Architecture Model

The SDC Software Architecture Model is portrayed as a threc layer stack in Figure 4. The bottom laver of
the stack is Svstem Services. System Services provide the base services whuch the user normally does not see
or views collectively as “operating system”. The “user” in this context is anyone developing code for the
middle layer or in some cases &n interactive end user. Systemns Services meet the goals of providing sy stem
reliability, interoperability, portability, transparency of intemal data structurcs and common user wnterface
Systemn Services exploits the use of current and emerging industry standards such as ISO'OSI(, POSIX,
X-Windows, etc. For a detailed discussion of standards please sec se:tion 6.1 of the study report (reference

1).

‘The middle layer of the stack is Common Physics Application Services. This layer provides for the
day-to-day control, monitoring and production of reconstructed physics events. It also provides the frame-
work which supports physics analysis. Simulation is included in this layer. Finally, the software develop-
mcent & testing environment is included.

The third layer contains unique physics application code, e.g., user written analysis routines.

Figure 4 also shows an expanded view of the sofiware architecture model. System scrvices are broken down
into more detail and API’s (application program interface’s) are shown. API's are the extemnally visible part
of the services, i.e., that part of the service as seen by the software user of it. For example, Data Recon-
struction & Classification may use the Network ['O API to send data over a LAN. The soltware user
knows how to use a service via the APl the implementation details are hidden. This type of modcl can icad
to a distributed design where AP'l's may be local or remote as in a client server model.
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4.2.3 Analysis & Simulation Software Architecture

The Analysis & Simulation Software Architecture is portrayed in figure 5. The architecture assumes thic use
of a DBMS (DataBase Management System). Common physics analysis and simulation codes are written in
modules which could be linked together by the job setup routine without the necd of recompiling. The Job
Setup GUI (Graphical User Interface) is the point-and-click user interface which allows the user to link the
common physics analysis or simulation routines together to accomplish an analysis or simulation task. There
are two RuleBases in this architecture. The Query RulcBasc is used as a supervisory agent for the interaction
between DB'MS and the rest of the sysicm, and the Framework RuleBasc is used to store the rules which
assurc the compatibility of the two modules for linking.

A typical user scenario may look like the following:

« Ubser places icons (a graphical representation of physics modules) on the screen and specifies the purame-
ters for Lvery module.

» Usecr connects modules by point-and-click.

* In tum, the system checks each connection, as it is made, against the Framework RuleBase to verify that
the connection is possible.

* If the connection is illegal, the user is wamed and has 1o redo the connection by specifying, different
parameters or using different modules.

* Once the sctup is done, the user could submit the job as a batch run or run it interactively.

* When the physics module access the DBMS (read or write), the query is checked against the Query
RuleBase to make sure the query is a legitimate one. For example, a user makes a query that may cause
a terabyte of data to be sent. The RuleBase then may issue a warning message to the user. Or, a user
make a query to the DBMS which violates some physics rules. Thc RuleBase could reject such a query.

* If the query passes the check then it is passed to the DBMS for processing, otherwise a waming mcssage
is retumed back to the user and the query is aborted.

‘This architecture facilitates point-and-click physics analysis anc simulation. Physics modules ace represented
on the screen as icons. Uscrs can specify an initial environment for a module by double clicking on an icon
to bring up a setup dialog box. Modules could be connected together to establish inter-communication by
druwing a line from a output port of one module to a input port of another module provided the conncction
complies to the rules in the Framework RulcBase.

The use of object oriented methodology encapsulates the data structure for the physics analysis and simu-
lation modules, hence a higher maintainubility of the codes. Message passing mechanisin provides an casier
and more flexible way to integrate the actual physics code with the graphical user interface. Togcther with
the RuleBasc system, a highly extensible and maintainable framework could be established. As the physics
experiments advanced, new picces of framework can be easily added or the old one can be casily updated.
The RuleBase provides the mechanism to record the intercommunication restrictions among different
modules without hard-coding them in the program, since the rules are most volatile pant of the l[ramework,
Updating these restrictions requires only updating the RuleBase without the need for re-compiling and re-
hinking the program.

4 SDC Soltware Arehilectre Anabvaiy Jdeod
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4.2.4 Event Topology Model
4.2.41 Overview

The Event Topology Model is the resulting model pr..duced by applying Object Onented Analysis to the
problem domain of the Data Storage Management Subsystem. The model can be expanded 1o become a full
scale data base schema dunng the design phase of the Data Management Subsystem.

The Data Storage Management subsystem is a key componcent of the system because it has to effectively
manage the massive amount of data and provide timely delivery to the end-users. Simplicity, flexibility and
cxpandability are the key dnvers for the OOA model during thus analysis and throughout the Storage Man-
agement Subsysten design phase.

An explanation of the method and notation used in the analysis is in order before proceeding to the analysis
results. Section 6 of this paper gives references to methodology books and papers used. The tool,
OOATuol(TM), which follows the notation used in the Peter Coad book was used to develop the model.
‘The notation used by OOATool is portrayed in Figure 6. Also, the book by Rumbaugh. ct.al., was hcavily
used as a reference. even though the Rumbaugh notation is different than OOATool. Figure 6 shows the
notation for portraying a Class (a collestion of objects with common attribute names. types and services) and
a Class & Object (where an object is an individual instance of the class attribute valucs and services). There
arc two major inter-class r:lationships which interconnect and amalgamate classes into a hierarchy, the
“Whole-Part” and the “Generalization-Specification” relationships. Non-hierarchical relationships are por-
trayed via the “instance conncction’. The "Whole-Part” relationship is shown with a whoic class at the top,
and then a part class below, with a line drawn between them. A triangle annotation distinguishes classes as
forming a \Whole-Pan relationship. Each end of a Whole-Part relationship line is marked with a cardinality
annotation, indicating the number of parts (e.g. range |,m) of a given kind associated with the whole. On
the other hand, the “Generalization-Specialization” relationship is shown with a Generalization Class at the
top and Specialization Class below, with lines drawn between them. A semi-circle annotation distinguisherd
Classes forming Generalization-Specialization relationships. The basic way to distinguish Whole-Pant from
Generalization-Specialization is as follows. The parts of a Whole-Part form an “and relationship™. For
cxample. Figure 7, shows that a microcomputer parts are a monitor “and” a system box “and” a mousc “and”
a heyboard. A Generalization-Specialization is an “is-a” hicrarchy where the subclasses form an “or relation-
ship”. Fcr example in the figure, a worker “is a” butcher “or® a baker “or” a candlestick maker. Further, for
(ien-Spec, attribuies and services are inherited by the subclasses as in Figure 7. The atinibutes and services
can bc overndden by the subclass and new atiributes and services car be added.
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Figure 6

Object Oriented Analysis Tool (TM) Notation

1 — R A 1
Class-&-Object .
Class-&-Object Name (top section) Class

1 Attri
Attribute Attributes . 4 but:;
Sorvicel Services (bottorn section) | Service)
_—_=-J_J
o —e—————————————
—
Generalization

1

Subject (may be expanded or collapsed) Note: In aadhion, DOA uses Object Strts ouqmm
and Bervice Charta for specitying Services
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Figure 7
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4.2.4.2 Analysis Results: Candidate Model

The candidate model, portrayed in Figure 8, is the result of initial analysis. It is imponant to note that this
model will continue to evolve as the problem domain is better understood and physics anal: sis needs evolve.
For example, the model currently shows no gencrahzation-specialization (superclass-subiclass) relationships.
Generalizations may be added later as abstract classes are recognized. Specializations may be added later 10
provide unique attributes and/or services without disturbing the existing structure. Other aspects of the
modecl may change as the result of carly prototyping cfforts.

A description of the model classes and their relationships, for the model as it currently stands, are given
below.

424211 Event Class. The Lvent class contains object tnstances of “cvents” or collisions which have
passed through the level 3 trigger. The Event class is the smallest unit which distinguish one collision from
the others. The Event class contains attnbutes such as Event_Number, Runi_Number, Trigger_Number, cic.
to uniquely identify itself. The event class is modeled as an aggregate. The “parts” of the aggregate are
Cluster “and” Vertex “and” Track “and” Candidate_Particle. The Event class objects are “instantiated”, i.c..
the attribute values are stored, as part of production reconstruction processing. Some of the attributes may
be instantiated or updated as part of subsequent physics analysis processing. In fact, all of the event
topology ciasses (Cluster, etc.) are instantiated by production reconstruction and physics analysis processing.

Two key attributes present in many of the classes are Algorithm_Version and Name. This allows for the fact
that the same Event and Event parts may be classificd in different ways depending upon the algorithm used.
For example, there may be several Candidate_Particle object instances which are part of the same Event
object instance, as follows.

* Candidate_Particle Object |
— Candidate_Particle_Type = Muon
= Probability = 50%
— Algorithm_Name = XYZ
— Algorithm_Version = |
* Candidate_Particle Object 2
- Candidate_Particle_Type = Electrnn
~ Probability = 50%
~ Algonthm_Name = XYZ
— Algonthm_Version = 2
424212 Parts of an Event Aggregate: The “parts” of the event aggregate are Cluster “and” Verrtex “and”
Track “and” Candidate Panticle.
+ Cluster

The Cluster class is part of the Event class and is itself an aggregate. ‘The parts of Cluster class are the
EM Cluster and Hadronic_Cluster classes. This class aggregate is used to classify data whach s produced
by the detector calorimeter. ‘The attnbutes are energy deposit values and location information, ¢ g .

Fotal Energy (sum of EM cluster energy and Hadrome Cluster eergy), Algonthm Name and Version
used an reconstruction, Shape (shape of the cluster) and Posiion (poition vector of the cluster)  The
EM Cluster and Hadronie Cluster classes are pants of the Cluster class becanse the TN Cluster is the
enerpy detected by the Stip Chamber while the Hadromie Cluster is the enerey detected by the onter
part ol the Calonmeter, together they make up the Cluster.

o Ik
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The Track class contains reconstructed tracking information. A track class is an aggregate of tracking

segments from the tracking detectors: silicon, inner, outer and forward. The Track class has attributes
such as Algorthm_Name, Algonthm_Version, Tower_Location (the Calorimeter towar address which
the track is pointing to), Position (position vector of the track), Momentum (momentum vector of the
track) and Error (accuracy).

* Vertex

The Vertex class records the point at which track(s) orizinate and in some cases end. There are two kind
of vertices. The primary and the secondary venex. The primary one is created by a panticle collision
while the secondary is created by panticle decay or secondary intcractions in the detector. The Vertex
class has the following attributes: XYZ (coordinate in space), Incoming_Track_Number (the track which
comes in1o the vertex, this would be zero if this is a primary vertex) and
List_of_Outgoing_Track_Numbers (the track(s) which expand out from this vertex). The Vertex Class is
associated with the Track Class as follows. A Yertex object may be associated with 0 or | incoming
tracks and | to N outgoing tracks.

« Candidate_Particle

The Candidate_Particle class contains candidate_particle objects of various candidate_particle_types, e.g.,
electron, photon, muon, jet, neutrino, ... The other attributes are probability (of the particle_type) and
algonthrn_name and version. An initial step of classifying particles by particle type is performed by pro-
duction reconstruction processing according ‘o the table in Figure 4.2.1-5. Notice that Candidate_Particle
has an associative relationship with Cluster, Vertex and Track in order to do this classific:.ion. That is,
for each Candidate_Particle object there is 0 or | Cluster object (A zero Cluster object would occur for a
neutnno). There could be 0 ur | Vertex object and 0 or | Track object associated with the
Candidate_Panicle object.

4.2.42.1.3 Environment_Status Class: The Cavironment_Status ciass is used to keep environmental data
associated with the Event class correlated by time. For N events there is an instance of environment status
collected over a given time period, i.c., while Events occur every 16 nanoseconds. the snvironmcntal data
may be collected once a second or slower. The service Store/Fetch_Environ_Status_by_Time would allow
the user or software to access the environraent attributes for related events by time,

4 SDC Sottware Architectre Analvses $=110)
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5. Plans for 1922

5.1 1992 Protoyping and Continued Design

5.1.3% Prototyping

» SDC Simulation Activit; by Physicists
— Realistic Simulation
— Wide Use by Physicists

= HI'CC./DOE Data Base Prototyping by Physicists (Larry Price of Argonnc)
— Relational Version (SyBase) by Ed May of Argonne
— Object Onented Version (Objectstore) by Chris Day of Lawrence Berkerley Lab

» IBM FSD Prototyping

— Prototype a Physics Analysis Framework Consisting of:
— Object Oriented Data Base Manager (Objectivity)
— Data Query Rulebase
— Analysis Subsystem
— Framework Rulcbase
— User Intcrface for Physics Analysis

— Dara Migration Via IEEE Mass Storage Reference Model

5.1.2 Continued Software Architecture Anaiysis & Design
* Continue Object Oriented Analysis on Remainder of Software Architecture

» Use Operational Scenarios to Validate Object Hierarchy
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IBM FSD Houston

SDC Computing Architecture Study

e Joint Effort Between SDC and IBM FSD

e April to December, 1991

e Early Analysis & Design of SDC Offline Computing

System

To Support SDC Proposal to Dept. of Energy in
April 1992

Trade Study Oriented

Preliminary Results; Analysis & Design Ongoing

Results to Date Documented in Study Report

Operational Concepts Development
SDC System Architecture Analysis
SDC Software Architecture Analysis
Performance Modeling

Standards and Technology Forecast

Costing
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e This Presentation Will Cover Results of System &
Software Architecture Analysis
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SDC System Architecture Analysis




SDC System Architecture Analysis
Process Used
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Results of SDC System Architecture Analysis

Evaluation Criteria for SDC Offline Computing

e (Cost
— Hardware acquisition & maintenance costs
— Software acquisition & maintenance costs
(re-use, make nr buy options)
— Public domain (HEPLib, etc.)
— Custom developed internally or with outside
help
— Commercial software distributed licences &
maintenance fees

e Schedule Risk
— Ability to meet all critical milestones
— Availability of products to meet evolving stand-
ards
— External dependency risks
— Availability of critical skills
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IBM FSD Houston

Performance

100 raw events/second, received from level 3
processing, processed through production recon-
struction without loss of data

Storage of 100 reconstructed events/second or
10**15 bytes/year (event size = 1 megabyte;
10**7 seconds/year). An equal amount of
storage assumed for raw event data.

Any two of three activities supported concur-
rently (production reconstruction, second pass
reconstruction, simulation)

Data reduction of the 10**15 bytes of recon-
structed data to a 10**14 byte archive sample
and a 10**9 DST event online sample.

Transfer of a 10**S event sample extracted from
the 10"*9 DST event online sample to a single
user’s workstation within 3 hours.

Access to any event in the raw or reconstructed
archive within 24 hours. Access to a large
number of archived events within 2 weeks.
Accommodate 200 concurrent analysis users
including 50 at the SSCL and the remaincier at
regional centers/institutions.
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e Environment

— Technology insertion and software portability

— Common user interface; support for expert and
ad hoc users

— Data structures transparent to physics analysis
rsers

— Interoperability between the SSCL and remote
institutions

— Levels of code management across distributed
environment, e.g.: |
— Production reconstruction at the SSCL
— Analysis at remote institutions

— Automated test tools and test data generation

10
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SDC Conceptual Archifecture Dlagram October 34, 1991
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SDC Software Architecture Analysis

13
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Process Used

1. Identified Key Software Architecture Design Goals

2. Proposed a Conceptual Software Architecture Model
Consisting of Three Layers

e System Services Layer - Driven by Portability,
Interoperability, Reliability, Common User Inter-
face and Data Transparency Requirements

e Common Physics Applications Layer - Driven by
the Need for a Common Framework for Physics
Reconstruction, Analysis, Simulation and Test

e Unique Physics Applications Layer - Driven by
the Need for Easy Analysis Software Develop-
ment by End Users W:thin the Common Frame-
work

3. Proposed a Conceptual Physics Analysis Framework
4. Performed Object Oriented Analysis on Data Storage
Management

® Produced Event Topology Model

14
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Results of SDC Software Architecture Analysis

Software Architecture Design Goals

Software should be maintainable, efficient, reliable,
understandable, reusabl¢: and extensible.

Software portability and interoperability should
support technology upgrades and multi-vendor dis-
tributed environments. The SSCL must provide for
standard interoperability with remote institutions.
Source code portability of the analysis software envi-
ronment should be provided for all collaborating
institutions.

The communications software should provide for
easy exchange of mail, messages and graphical data
between external users.

The user interface with the software should be
standard and easy to use. The user interface should
support ad hoc as well as expert users. The user
interface should evolve to support point-and-click
analysis.

The software architecture should provide for a soft-
ware bus or infrastructure of standard services uti-
lizing industry standard components wherever

15
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possible. The goal is to incur the cost of common
services software only once and to promote system
integrity.

The software architecture should provide an environ-
ment or framework which makes it easy for physi-
cists to add or modify anaiysis code without relink of
the framework. Access to data by such analysis
code should be via an easy to use object query lan-
guage, i.e., knowledge of internal data structures
should be transparent to physicists developing
routine analysis code.

The software architecture should include tools for
test data generation and validation against predeter-
mined results or test scripts.

The software architecture should provide a reason-
able level of online help, error recovery and error
diagnostics.

The software architecture shall meet all performance
requirements.

Software shall be designed within budget and within
schedule.

16
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Analysls & Simulation Software Architecture

Dec.. 10, 1990
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Object Oriented Analysis Tool (TM) Notation

1
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Plans for 1992

21



SSCL/SDC IBM FSD Houston

1992 Prototyping and On-Going Design

Prototyping

e SDC Simulation Activity by Physicists
— Realistic Simulation
— Wide Use by Physicists

e HPCC/DOE Data Base Prototyping by Physicists
(Larry Price of Argonne)
— Relational Version (SyBase) by Ed May of
Argonne
— Object Oriented Vercion (Objectstore) by Chris
Day of Lawrence Berkerley Lab

e |BM FSD Prototyping

— Prototype a Physics Analysis Framework Con-
sisting of:
— Object Oriented Data Base Manager (Objec-

tivity)

— Data Query Rulebase
— Analysis Subsystem
— Framework Rulebase
— User Interface for Physics Analysis

— Data Migration Via |IEEE Mass Storage Refer-
ence Model

22



SSCL/SDC iBM FSD Houston

Continued Software Architecture Analysis &
Design

e Continue Object Oriented Analysis on Remainder of
Software Architecture

* Use Operational Scenarios to Validate Object Hier-
archy

23
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